
The neurons of a same context can be 
considered as an expert trained to 
recognize a specific type of patterns or 
signatures 

Classifying objects through multiple 
contexts helps make more robust decision 

A neuron is assigned to a context at the time 
it gets committed. No need to partition the 
network per context ahead of time. 

CogniMem supports up to 127 different 
contexts 
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